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  Premier academic journals—that is, the journals in which 

many researchers must publish their work in order to maintain 

or advance their careers—have historically tended to reject 

papers reporting “negative” or null findings, including those 

derived from “failed” attempts to replicate prior results [1–3]. 

This tendency was likely due to three main factors. First, the 

limited space available for publishing articles when journals 

were printed exclusively on paper. Second, the prestige-related 

desire of “top” journals to publish new and exciting find-

ings—i.e., “discoveries” (often taken to imply a demonstration 

that something “works,” as opposed to “fails to work”). And 

third, the difficulty posed by negative findings in terms of how 

they should be interpreted: do they suggest that there is no 

effect of interest to be found, or rather that the experiment, 

whether in its design or execution, was simply inadequate to 

show the effect even though it is real [4–6]?  

Journals are now mostly online, so page limits no longer 

provide a valid reason for failing to publish negative findings. 

There is still the matter of how to interpret such findings, but 

that, too, should not prevent publication of a well-designed and 

competently executed study [7,8]. Looking at the history of 

science, Stuart Firestein has shown that negative results have 

often been the wellspring of future discoveries and innovations 

[9]. Such results may have other benefits as well. Not only 

may they be valuable for researchers themselves—steering 

them away from wasting resources on likely dead ends—but 

also for our collective understanding of what we really know, 

for example, the true effectiveness of medical interventions 

[10–13]. This last consideration has clear ethical implications: 

patients and study volunteers should not be exposed to treat-

ments that are based on skewed or otherwise inaccurate 

risk-benefit estimates [12].  

For these and other reasons, it is now widely agreed that 

publication bias in favor of “statistically significant” findings 

poses a serious problem for academic research integrity 

[14–17]. In a recent attempt to estimate the extent of the prob-

lem, researchers examined the fate of 221 studies from the 

social sciences that had been pre-registered in a database be-

tween 2002 and 2012 [18]. They found that just 48% of the 

completed studies were ever published. To determine the rea-

son for this disparity, the researchers contacted the authors of 

the study registrations. They asked whether their findings had 

ever been written up or submitted, and whether the obtained 

results were consistent with initial hypotheses. 

Of all the studies with negative or null findings, only 20% 

were reported in a journal. Sixty-five percent had not been 

written up. By contrast, approximately 60% of the studies that 

provided support for initial hypotheses had been published. 

Many of the contacted authors said that they had not written up 

their findings because they thought journals would not publish 

them, or because the findings seemed “neither interesting nor 

important enough to warrant any further effort” [18]. 

These two explanations may be related. Often, the notion 

that negative findings are not “interesting or important 

enough” to be worth additional effort is grounded in a justified 

perception that most “top” journals would not publish such 

findings even if the researcher went to the trouble of writing 

them up. Evidently, the “prestige” issue mentioned above con-

tinues to be a barrier for publishing negative results, with both 

journals (by failing to publish) and researchers (by failing to 

submit) contributing to a vicious cycle [19]. How might this 

cycle be broken? 

One possibility is that all empirical research, not just clini-

cal trials, conducted beyond the piloting stage should be 

pre-registered in a public repository. A requirement could then 

be imposed that a write-up—however brief—of the actual 

findings, whether positive or negative, must be appended to 

the registration when the data are available [20,21]. How to 

achieve such a system in practice is an open question. Howev-

er, it would likely involve granting agencies, government of-

fices, or universities and research institutes working in a 

“top-down” fashion to insist that all sponsored data, including 

data derived from animal studies, be published in some form.  

A problem with this approach is that compliance would be 
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difficult to ensure effectively.1 Already there is evidence that 

only 46% of a large subsample of trials on ClinicalTri-

als.gov—the world’s largest such repository—had reported 

results as of 2009 [22]. Moreover, in a systematic review 

looking at evidence from hundreds of studies covering several 

thousands of clinical trials dating back to the 1950s, research-

ers found that only about half of the trials had ever published 

results (with positive trials roughly twice as likely to be pub-

lished as those yielding negative results) [23,24]. 

At the end of the day, top-down action by authoritative 

bodies to impose an obligation on all researchers would be a 

formidable undertaking. It could also lead to overly restrictive 

standards or expectations that scientists would feel pressured 

to conform to, even when doing so would lead to sub-optimal 

research practices [25–28]. These considerations do not entail 

that such an imposition should not be pursued in some form, 

but in the meantime, other options should also be considered. 

A possible “smaller-scale” approach would be to focus more at 

the level of individual journals, proposing policy alterations to 

encourage the submission and publication of negative results 

within their respective purviews. 

In a recent paper, Locascio recommends a policy of “results 

blind evaluation” of manuscripts submitted to professional 

journals [29]. According to the proposed policy, reported re-

sults would be given no weight in the decision about whether 

the manuscript was suitable for publication. Instead, weight 

would be given exclusively to the judged importance of the 

research question and the quality of the study’s methodology. 

Similar proposals have been advanced by others [30,31].  

As a practical way of implementing such a policy, Locascio 

recommends a two stage process. In the first stage, the han-

dling editor distributes just the Introduction and Methods sec-

tions of a submitted manuscript to appropriate peer reviewers. 

A provisional decision about whether to accept or reject the 

manuscript is made on the basis of the initial reviews. In the 

second stage, the full manuscript is sent out, either to the same 

or different reviewers, “but only if the decision of the first 

stage is for acceptance with no more than minor revisions.”  

Such a policy, if it were widely adopted by journals, might 

indeed reduce bias against reports of null findings (but see 

[32]). However, a two-stage review process may seem too on-

                        
1 Short of insisting, strong incentives could also be employed. In 

terms of positive incentives (“carrots”), funding agencies could allocate 

resources for pre-registering studies that would only be awarded once the 

registered study was actually published. Some funding agencies in the 

Netherlands, for example, have already begun to encourage open access 

publications and allow applicants to allocate funds towards covering open 

access fees (see, e.g., https://www.nwo.nl); this basic idea could be ex-

tended to pre-registration. In terms of negative incentives (“sticks”), reg-

istries such as ClinicalTrials.gov could set up a mechanism for 

red-flagging studies that are past due date but have not been published. A 

comparable negative label platform exists in the form of the website Re-

traction Watch, where authors and their work are scrutinized for signs of 

fraudulent or other unethical behavior. Failure to publish findings simply 

because they are negative could be added to the list of “watchable” con-

cerns.  

erous to implement for many journal editorial boards. Moreo-

ver, it may increase the burden on unpaid peer reviewers, and 

would further elongate a review process that many authors find 

unacceptably slow already. It is therefore unclear whether such 

a policy will in fact be widely adopted.  

Here, then, is an even more modest proposal—one that 

could be adopted by journals that decide not to embrace re-

sults-blind publishing, or while transitioning to such a system. 

The proposal serves as a decisional heuristic for individual 

handling editors and peer reviewers, akin to the “reversal test” 

proposed Bostrom and Ord as a way of rooting out status quo 

bias in ethical reasoning [33]. It would require no additional 

time or resources for reviewers or editors and could be imple-

mented tomorrow, without having to enact cumbersome 

changes to journal policies. We call it the Publication Sym-

metry Test (PST) and it is simply as follows: 

  

 
The idea is that a negative answer to either question raises 

the possibility of bias and should cause the editor or reviewer to 

reconsider their decision. For example, if an editor were un-

willing to publish a negative version of the same study (for 

example because he or she judged it to be insufficiently inter-

esting to readers), this may suggest that the editor is being un-

duly influenced by the perceived salience of positive findings. 

By contrast, if the editor is rejecting a paper with negative re-

sults (for example because he or she regards the statistical 

power as being too low), but would have been prepared to 

publish a positive version, this may imply that the editor is 

imposing too high a methodological standard on the negative 

publication. 

It is important to recognize that identifying asymmetry in 

publication decisions is not necessarily a sign of bias. For ex-

ample, it can be more difficult to prove a negative than a posi-

tive, and some asymmetrical judgements may be due to this 

factor. To illustrate, there are some circumstances in which an 

intervention has a large effect size, and a study using a small 

sample can indicate an important positive result, while the same 

sample size could not exclude a clinically meaningful negative 

result. Nevertheless, a positive answer to the PST could serve as 

a potential trigger to re-evaluate the decision (or attempt to rule 

out any genuine asymmetries). 

The PST would not eliminate publication bias. But it would 

help to raise awareness of it in a way that would neither put a 

heavy burden on journals to amend their processes of peer 

Whenever editors or reviewers are proposing to 

accept a paper with a positive finding, they should 

ask themselves (ideally prompted as a forced ques-

tion in the online review form) if they would be 

prepared to accept an identical paper with negative 

findings. Similarly, if proposing to reject a paper 

with negative findings, they should ask themselves if 

they would reject an identical paper with positive 

findings. 
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review, nor require top-down authorities to impose a sys-

tem-wide constraint (i.e., pre-registration with enforced publi-

cation of findings). We do not suggest that the latter strategies 

should not be pursued. But so long as the debates about their 

advisability and feasibility continue, more modest attempts at 

improving upon current practices are likely to be worth enacting 

[34,35]. This is especially the case for attempts that are easy to 

implement and have a very low risk of causing unexpected 

problems. The PST, we believe, fits this description. 
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